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ABSTRACT
Interconnect management is a critical design issue for large FPGA
based designs. One of the most important issues for planning in-
terconnection is the ability to accurately and efficiently predict the
routability of a given design on a given FPGA architecture. The re-
cently proposed routability estimation procedure, fGREP [6], pro-
duced estimates within3 to 4% of an actual detailed router. Other
known routability estimation methods include RISA [5], Lou’s [7]
method and Rent’s rule based methods [1] [11] [9]. Comparing
these methods has been difficult because of the different reporting
methods used by the authors. We propose a uniform reporting met-
ric based on comparing the estimates produced with the results of
an actual detailed router on both local and global levels. We com-
pare all the above methods using our reporting metric on a large
number of benchmark circuits and show that the enhanced fGREP
method produces tight estimates that outperform most other tech-
niques.

1. INTRODUCTION
Interconnect prediction is the process of estimating the routing

resource requirement and/or utilization, before actually performing
the routing process. For the FPGA design flows, the term routabil-
ity estimation is more appropriate, as the routing resources are fixed
for a given device. Given a particular FPGA device and a design
to be mapped onto the device, routability estimation is the process
of identifying the number of routing elements needed to perform
a complete routing. If the device has enough routing elements to
satisfy the requirement, then the design is routable. The estima-
tion process attempts to produce routing demand values on every
programmable routing element on the device. Useful parameters
derived from the estimation process are thepeak routing demand
and therouting demand distribution. For a successful routing, the
device must satisfy both the peak routing demand and the rout-
ing demand distribution requirements. The problem of interconnect
prediction has been studied extensively for the ASIC design flows.
Most of the recent work in interconnect prediction and routability
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estimation is based on the Rent’s rule [1]. Recently, some efforts
have been made to address the problem for FPGAs [9].

2. ESTIMATION METHODS
In general, a good routability estimation method should be :

Fast -Routability estimation is typically used inside other physical
design tools and hence speed is critical
Generic - The method should be independent of the FPGA device
architecture
Usable -The estimation should produce usable results for a wide
variety of applications. Typically we are interested in peak routing
demand, channel utilization and routing demand distribution
Accurate - Undoubtedly, the estimation should be reflective of ac-
tual numbers obtained from a detailed router. Either the numbers
should directly correlate with the detailed routing results or at least
the ratios should match over a large set of benchmarks.

Some of the routability estimation methods that satisfy these re-
quirements and currently under wide usage are fGREP [6], RISA [5],
Lou’s method [7] and Rent’s rule derivatives [11] [9]. In this paper,
we analyze and compare all the above methods. fGREP is a theo-
retical method that uses the concept of routing flexibility to model
routability. RISA [5] is an empirical method based on the wiring
distribution map, derived from a large number of randomly gener-
ated optimal Steiner trees. Lou’s method [7] is based on the ratio
of the number of paths that use a specific routing region to the total
number of paths possible. Yang et. al. [11] proposed the use of
Rent’s rule for congestion estimation.

All the methods except fGREP were originally proposed for ASIC
design flows. However, they are generic enough in their formula-
tion that a direct translation to an FPGA design flow is trivially
possible. We have implemented all these methods for a generic is-
land style FPGA architecture as described in [3]. To compare the
quality of the estimates, we use the VPR [3] FPGA physical design
suite’s detailed router. In the following sections, we explain these
methods in detail.

3. FGREP
fGREP is a theoretical routability estimation method in which

the estimation model is based on the concept of routing flexibility
over the routing elements. fGREP models the routing fabric of the
FPGA as a graphG(V,E), whereV represents the channels in the
FPGA andE represents the switchboxes. For eachvi, vj ∈ V ,
there exists an edge< vi, vj >∈ E iff channelsvi andvj share a
switch box between them. Since it operates on the routing graph
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and makes no assumptions of the routing architecture, fGREP can
be applied to any FPGA architecture without any modifications.

A netnk ∈ N , whereN is the netlist, is made up of a set of ter-
minalsTk ∈ V . Every terminaltik ∈ Tk, exacts a certain routing
demand called theterminal-demand, on all the routing elements
inside the net bounding box. According to fGREP, this terminal-
demand on a routing element at a distance ofl = q from the ter-
minal is proportional to the total number of elements at the same
distancel from the terminal. The distance is measured on a breadth-
first search tree on the routing graph, with the terminal as the root.
The set of equidistant (l = q) routing elements from a terminaltik,
is defined as the level set,

LSiqk = {vj ∈ V |lij = q} (1)

The terminal-demand on the routing elementvj is then,

TDij
k =

1

|LSiqk |
;where, lij = q (2)

fGREP then derives a quantity called thenet-demandfor all routing
elements inside the net bounding box. The net-demand ofvj is
defined as the terminal-demand due to the terminal with the lowest
value for the distance metriclij .

NDj
k = TDij

k |lij = min(∀ilij) (3)

The finalrouting-demandon the routing elementvj due to all the
nets in the netlist is then,

Dj =

#nets∑
k=1

NDj
k (4)

The terminal-demands due to all the terminals of all the nets are cal-
culated by performing a breadth first traversal of the routing graph
with the terminalvi as the root vertex. At each step of the traver-
sal, the level set is enumerated and the demands are assigned. The
net-demand is then calculated from the terminal demands as per
Equation 3. The total routing element demand due to all the nets is
then calculated as per Equation 4.

4. ENHANCEMENTS TO FGREP
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Figure 1: Terminal Count vs Avg. Execution Time

The runtimes of fGREP are high for large circuits with many
high-fanout nets. IfEk is the set of routing elements in the bound-
ing box of a netnk andTk the set of terminals, then the runtime is
proportional to|Ek|×|Tk|. Typically high-fanout nets span the en-
tire device and hence add a severe penalty to the fGREP runtimes.
This effect is clearly illustrated in Figure 1, which plots the average
fGREP execution time per net against the number of terminals in
the net, for a few standard benchmark circuits.

4.1 Zone Limited Search
Equation 2 produces the routing demands due to one net on all

the routing elements inside the net bounding box. It can be ob-
served that the operation produceszones of influencearound each
terminal. All the routing elements inside a zone have their net-
demands produced by a single common terminal. Conversely, for
all the routing elements outside a terminal’s zone of influence, the
net-demands are produced by other terminals. Hence, theoretically,
the terminal-demands due to a terminalvi need be assigned for only
those elements in its zone of influence. The runtime complexity of
the operation in Equation 3, is then only of the order of|Ek|, in-
stead of|Ek| × |Tk|. We propose to use this technique of limiting
the terminal-demand assignments to the zone elements only to re-
duce the runtimes of fGREP.
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Figure 2: Zones, Wavefront Clipping and Fragmentation

The zone limited search technique cannot be directly applied to
the fGREP method. fGREP relies on the enumeration of the level
set as per Equation 1. The level sets are identified by starting a
breadth-first search from the terminal. At each step of the search,
the current elements form a wavefront, and expands outwards. By
limiting the search to within the terminal’s zone alone, fragment-
ing and clipping of the wavefront can occur. This has the effect of
reducing the level set size and produce artificially high terminal-
demand values. Fig 2 illustrates the clipping and fragmenting of
the search wavefront. The wavefront for the terminalT1 is shown
by the dotted line. The zones are marked by solid lines. The wave-
frontW of T1 is divided into 4 arcs, two of which (W1 andW3) are
insideT1’s zone while the other two (W2 andW4) are outside the
zone. According to fGREP, the cardinality of the level set at this
distance will be|W1|+ |W3|, which is far less than that of the com-
plete wavefront. This will produce very high terminal-demands for
the routing elements on this wavefront, which is clearly erroneous.

4.2 Zone limited Parallel Search
To overcome the wavefront clipping and fragmenting effects de-

scribed above, the complete wavefront has to be maintained at all
stages. But to gain speedup, the search has to be limited to the
terminal’s zone of influence alone. A simple yet effective solu-
tion to the problem is to maintain the complete wavefront for the
terminal as long as at least one routing element on the wavefront
is still contained in its zone. We propagate breadth first traversals
from all terminals of a net simultaneously, every time maintaining
the complete wavefront. If at any point, all the elements on the
wavefront of a terminal are outside its zone (that is no element on
the wavefront got its terminal-demand from this terminal) then we
have completely discovered its zone and stop the search for that ter-
minal alone. This process terminates when all the terminals’ zones
are discovered.

We observed that this enhancement to fGREP is very effective
and resulted in up to 30X speedup in execution times while produc-
ing the same estimates. The estimation results and the run-times of
fGREPcan be obtained from [6].In further discussion we will re-
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fer to the enhanced fGREP method only, which we shall refer to as
fGREP2.

5. RISA
RISA [5] is a very fast empirical estimation technique. It was

originally proposed for ASIC design flows, but can be readily adapted
to FPGA design flows. The method involves multiplying the net
bounding box of a net by a pin-count dependent net-weightq, to
produce the routing demand due to the net. The net-weights for
various pin-counts are generated from a one time operation involv-
ing the production of awiring distribution map, (WDM). A WDM
for a given pin-countM is produced by adding up and normalizing
demands from optimal steiner trees forK sets ofM random points
(K is very large,≈ 10000). The mean value of the WDM thus
obtained is called the net-weight for a pin-count ofM . Chang [5]
provides experimental values for the net-weights for1 ≤ M ≤ 50
and net-weights for higher values ofM , can be obtained by a linear
regression process.

Having obtained the net-weights, the original expressions for es-
timating the routing demand on a routing regionRi due to a netnk
is,

Di,horizontal
k = q × w × l

Y × L ;Di,vertical
k = q × w × l

X ×W (5)

where,(W,L) is the dimension of the routing region and(X,Y ) is
the dimension of the net bounding box of the netnk and(w, l) is
the overlap between the routing region and the net bounding box.
For FPGAs, the routing region is a channel and henceW = L =
w = l = 1. So, Equation 5 becomes,

Di,horizontal
k = q × 1

Y
;Di,vertical

k = q × 1

X
(6)

The total routing demand on a routing element on the FPGA, as per
RISA is then the sum of the demands due to all the nets. It can be
observed that the routing demand due to a net is the same over all
the routing elements in its net bounding box and is calculated once
for every net.

6. LOU’S METHOD
Lou et. al.’s estimation method [7] is a recent routing estima-

tion method developed for placed circuits in ASIC design flow.
The chip area is divided into rectangular grids calledregions. This
method produces routing demands on different regions of the chip.
Any given net in a circuit poses routing demands only on the re-
gions that are in the bounding box of the net. For a two-terminal
net, the demand assigned to a routing region is the number of tracks
that the net needs in that particular region. This is dependent on the
ratio of the number of shortest paths that use that particular region
to the total number of shortest paths possible in routing the net.

Assume a netnk with two terminals, one placed in the lower left
corner and the other in the top right corner of aM ×N grid in the
chip. Let the total number of shortest paths possible to route this
net beF (M,N). This value can be calculated as

F (M,N) =

{
F (M−1, N)+F (M,N− 1) M,N ≥ 2
1 M,N = 1

The demand on a particular region(i, j) is clearly dependent on the
number of pathsF (i, j) that pass through the region.

In addition to the number of paths possible through a region, the
usage is also dependent on whether the path bends in a particular
location or not. If a particular path does not bend in(i, j), it places
a demand of one full track in the direction of path and zero demand

in the other direction for that location. However, if a path bends in
(i, j), that path will place a demand of only half track in each of the
directions. Considering both the number of paths through a partic-
ular region and the nature of the bends that these paths make, the
number of tracks needed by the netnk in region(i, j) is calculated
asP kx (i, j) andP ky (i, j), the horizontal and vertical usages for the
netnk respectively. The usage matrix for the bounding box gives
theprobability usage matrixP k(M,N) where every matrix entry
is a pair(P kx (i, j)), (P ky (i, j)). The regions outside the bounding
box are assigned zero demands. For the formulae that are used to
calculate the exact usages, refer to [7] .

In [7], Lou. et. al. suggest that the multi-terminal nets be decom-
posed as a Minimum Spanning Tree (MST) or a Rectilinear Steiner
Tree(RST) and then use the two-terminal model for each such pair.
The usage matrices of all these pairs are calculated and summed up
to get demand due to the net. The final demand due to all the nets
on a region is the sum of the individual demands due to each net
similar to Equation 4.

In [2], we adapted the Lou’s model to FPGA design flows. A
rectangular grid was overlaid on an island-style FPGA, where a
single grid element corresponds to a switchbox and its four incident
half-channels. Every channel in the FPGA will be on two grid
elements in this overlaid grid. Lou’s method is used on this grid
for estimation. The horizontal and vertical usages estimated for a
region are then assigned to the half-channels. Thus demands are
obtained on a channel by channel basis. Experiments on 20 large
FPGA benchmarks are reported in [2].

7. ENHANCEMENTS TO LOU’S MODEL
Lou et. al. [7] note that MST decomposition may result in inac-

curacies because of over-counting on the overlapping net segments.
They do not provide any solution to alleviate the problem. In [2],
we established that the problem with segment overlaps applies to
any two-terminal decomposition, including the RST based decom-
position. Further, we claimed that even if a clever net decomposi-
tion may remove large net overlaps, the bounding boxes of the pairs
may still overlap thus resulting in inaccuracies. Here we propose a
simple yet effective enhancement to the Lou’s model that addresses
the overlapping-segment problem in this section.

We decompose the two-terminal nets using MST. For all the two-
terminal pairs of a single net, we calculate the probability usages
for the two-terminal bounding region. For the regions that are on
overlapping bounding boxes, we assign themaximumof the de-
mands due to different pairs, similar to fGREP’s scheme in Equa-
tion 3. We call this scheme Lou(Max). This is in contrast to [7],
where the authors add up the demands on the overlapping segments.
The enhancement is based on the observation that the regions in
the overlapping segments actually belong to the bounding box of
one single net and adding up the demands will just result in over-
estimation on those regions. By finding the maximum of the de-
mands, we do not over-estimate on these segments. Further, we
also ensure that the demand assigned is at least as much as the de-
mand posed by any of the two-terminal pairs. This simple enhance-
ment improves the quality of the estimation by as much as 103%
compared to the FPGA model proposed in [2]. This is clearly illus-
trated in the Table 1, where the peak demands estimated by both the
methods are compared against the actual peak demands obtained by
performing detailed routing using VPR.

8. RENT’S RULE BASED METHOD
Rent’s rule is an empirical observation that states the relationship

between the number of blocksB in a circuit and the number of
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Table 1: Comparison of Lou’s Method with Lou(Max)
Circuit Wlou Wlou(max) Wvpr %better
alu4 17.724 13.866 11 35.07
clma 25.760 18.849 13 53.16
dsip 18.260 11.032 7 103.26
s298 19.638 12.423 8 90.18
spla 23.063 19.197 15 25.77

external connectionsP of the circuit. Specifically,

P = TbB
r (7)

whereTb is the average number of interconnections per block and
r is the Rent exponent. Yang et. al. [11] list reports of Rent’s rule
being successfully used to estimate wirelength, and state that since
wirelength is a measure of routing demand, Rent’s rule can be used
for estimating congestion. They also propose methods to estimate
the peak routing demand and regional routing demand using Rent’s
rule. The methods are proposed for ASIC design flows and only
the peak routing demand formulation can be directly ported to FP-
GAs. The regional routing demand method uses expressions for
total interconnect lengths that may not be valid for FPGAs. There
is no work that uses Rent’s rule to estimate routing demand on lo-
cal regions for FPGAs. For our comparison purpose, we use the
peak routing demand estimation method alone from [11]. Yang et.
al. [11] perform a rough min-cut based placement to estimate the
Rent’s parameter. We perform the same operations on a placed cir-
cuit, but do area partitioning instead.

The basic idea behind the method is to recursively partition a
self-similar circuit and place it hierarchically on a layout divided
into equal rectangular tiles. The number of edges crossing these
tile boundaries become the routing demand of that region. The
cut-set sizesCi,j that result from such partitioning at every leveli
follow the relation,

Ci,1 = Ci,2 = · · · = Ci, i = 1, 2, · · · , 2H (8)

whereH is the number of hierarchical levels. Also, the ratio be-
tween the cut sizes of two successive levelsi andi+ 1 is given by
α =

Ci+1
Ci

= 2−r, wherer is the Rent’s exponent. Using this ex-
pression the upper bound of the maximum routing demand of a tile
boundary,Cmax, is derived. By extending this method for a uni-
form distribution of cut nets over the partitioning area, the authors
have arrived at a modified upper bound of the number of crossings
to be

Cmax <
C1√
Nc

(
1

2
+ 2α)

√
Nc α

2H − 1

2α2 − 1
(9)

whereNc is the total number of gates in the circuit. For any de-
sign,r andC1 can be found by recursive bipartition. The authors
also noteC1 corresponds to the Region II of Rent’s curve where
there is usually a small dip in the number of wires that come out of
blocks. A correction is applied to Eqn. 9 whereCh/αh−1 is used
instead ofC1. In our experiments we have usedh = H/2 which
corresponds to the middle hierarchies. In our experimentation we
take a placed FPGA circuit and identify the cuts across different
partitioning levels by dividing the areas recursively. Rent’s expo-
nent is calculated as the slope of the log-log plot of the number of
cells and the number of nets plotted over different partitioning lev-
els. We use the FPGA dimension instead of

√
Nc in Equation 9.

We consider the resultingCmax for the circuit as the peak routing
demand estimated by this method.

9. OTHER METHODS
Brown et. al. [10] developed a stochastic model for routabil-

ity based on the probabilities of making individualCT two-point
connections. The probability that a connectionCi can be routed,
P (RCi), is modeled as a sequence of conditional events on the
switches in the path. Routability of the circuit is then given as
Routability = 1

CT

∑CT
i=1 P (RCi). Routability is the percentage

of nets that can be successfully routed in the FPGA’s routing ar-
chitecture. Predictions are done for island-style FPGAs by varying
the switch box and connection-box flexibilities (FS andFC respec-
tively). For every circuit a single routability number is produced.
The results are validated with the number of unrouted nets pro-
duced by an actual router. The method does not produce global or
local routing demands.

In [9], Parthasarathy et. al. perform placement by modifying
the cost function in VPR to account for interconnection. Rent’s
exponent for the routing architecture(pa) and the design(pd) is cal-
culated and the minimum device size is scaled by a factor ofC =

N
pd
pa
−1

gates to accommodate the design’s complexity. For every change
in the placement, the changes in local Rent exponent of the de-
signpld is calculated. The modified cost function is

∑Nnets
n=1 (1 +

|pnd − pa|)(wire lengthn). The authors compare the track usage
of VPR’s placement and the modified placement. However, the
scaling of device(C) that was performed is not mentioned. VPR
is known to produce very tight placements and hence the device
scaling factor is of critical importance.

Chan et. al. [4] predict the routability of unplaced circuits us-
ing Rent’s exponent based wirelength calculations. They derive ex-
pressions for the routing requirements inside and outside all routing
regions and then assign confidence of routability on a scale of 3 -
Unroutable, Easily routable and Marginal.

10. ESTIMATION QUALITY METRIC
In this section we propose a uniform reporting metric for routabil-

ity estimation methods. The driving need for such a metric is the
requirement to be able to quantitatively compare the various es-
timation methods for specific applications. Most reports on esti-
mation methods do not try to compare the estimation quality with
known results, which can be independently asserted. fGREP is a
notable exception, in that it compares its results with a well known
detailed router. RISA incorporates its estimation technique inside a
placement loop and compares the placement quality with that of the
solution produced by the same placement loop without routability
estimation. The two placement solutions are routed with a global
router and two indicesoverConanddsCostare used for compar-
ison. The first index represents the number of global grids with
demand higher than supply and the latter represents the linear sum-
mation of the demand overshoot. RISA does not report which
global router was used. In [7], there is no quantitative comparison
with detailed or global router results. Only two congestion maps,
one estimated and another produced by a commercial router are re-
ported. As in RISA, the details about the router are not reported.
In [11], the peak routing demand estimates are compared with aL-
Shapedglobal router. The global router approximates all routes as
L shapes along the net perimeter, and is a crude approximation to
regular global and detailed routers. From the above discussion, it is
evident that the estimation community needs a common metric by
which existing and new estimation methods can be compared and
independently verified.

The metric should be based on well known, real world routers
and should capture both regional and global estimation quality. For
FPGA research, a very commonly used place and route tool suite

7373



is the VPR [3]. VPR is available as a free download in source
form and can be freely modified for research purposes. VPR’s de-
tailed router is based on the PathFinder [8] negotiated congestion
algorithm and is generally considered to produce very tight results
among the FPGA research community. VPR and other PathFinder
based routers derived from it currently hold the FPGA place and
route challenge [3]. So, using the VPR’s detailed router as the com-
mon denominator for comparison among various estimation meth-
ods is a valid choice.

We propose four parameters as adequate and required quality
metrics. They are thePeak Demand error(W ), Mean of regional
errors(µ), thestandard deviation of the errors(σ) and theruntimes(t).
Global estimation quality can be stated by comparing the peak rout-
ing demands with the maximum channel width needed by VPR to
route a placed design. For regional estimation quality, a more de-
tailed metric has to be designed. We are interested in the correlation
between the estimates produced on local routing regions and the
actual channel utilization reported by VPR. A good measure of the
correlation which is very easy to calculate is the mean of the errors
between the estimated and routed channel utilization. The standard
deviation of the errors adequately represents the distribution of the
errors.

11. EXPERIMENTATION AND RESULTS
We have implemented fGREP2, enhanced Lou’s method, Rent’s

rule based estimation method as per [11] and RISA for a generic
island style FPGA architecture. We compare all these methods us-
ing the four parameters that we derived in the previous section. We
used the largest benchmarks available from the ISCAS-89 bench-
mark set. All experiments were conducted on a standard 800MHz
Pentium PC running Linux.
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Figure 3: Comparison of Peak Routing DemandsW and Exe-
cution Times

The results are tabulated in Tables 2 and 3. The Table 2 tabulates
the peak routing demands and execution times for VPR and all the
estimation methods. The first 5 columns in the Table 2 show the
peak routing demands as per VPR, fGREP2, RISA, Lou’s method
and the Rent’s rule based method respectively. The column labelled
TV PR is the execution time for the VPR’s detailed router run with a
fixed channel width ofW = WV PR. The last four columns in the
Table 2 show the execution times for the estimation methods. All
times are shown in seconds. The row labelledTotalsin the Table 2
gives the sum of the tracks and runtimes over all the benchmark
circuits. The row labelledWerror

Wvpr
gives the percentage error of the

peak routing demand estimates, with respect to VPR. The row la-
belled Tvpr

Test
gives the ratio of the execution times of the estimation

methods with respect to VPR’s detailed router. Table 3 tabulates the
mean and standard deviation of the errors between the estimation
methods and VPR’s detailed router.

Fig 3(a) plots the peak routing demands as estimated by all the
methods with respect to VPR. It can be seen that fGREP2 is the
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Figure 4: Average of the regional estimation errors

closest to VPR. The Rent’s rule based method is very much away
from VPR. The estimates are also randomly distributed and do not
show any distinct trend. Similar results have been reported by the
authors themselves in [11]. RISA and Lou’s method are better but
they too lack distinct trends and have random swings of about 3 to
5 tracks. To gain sufficient confidence levels, an estimation method
should either closely match real world results or at least show com-
parable estimates for different nets. Random swings indicate that
there are a number of circuits for which the estimation method is
completely wrong, while there are other circuits for which the esti-
mates are better.

Fig 3(b) plots the execution times for all the estimation methods.
It can be seen that RISA has the lowest execution times, closely
followed by fGREP2.

The accuracy of the regional estimation is best captured by the
mean and standard deviation as explained before. To better illus-
trate the effect, we plot the row and column averages of the local
estimation errors. Fig 4 shows the row and column averages of the
estimation errors for the benchmark circuitdiffeq ands38417. In
these plots, the smaller the numbers, the better is the estimate. It
can be seen that fGREP2 produces the best regional estimates fol-
lowed by RISA and Lou’s method.

12. CONCLUSION
We analyzed all the routability estimation methods available till

date and proposed enhancements to two of the methods fGREP
and Lou’s method. We discussed the need for consistent report-
ing of routability estimation results and proposed a minimum set of
comparison metrics. We implemented four routability estimation
methods for FPGAs and compared them using our new metric. We
conclude that the method fGREP2 is the most accurate while RISA
is the fastest.
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