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Abstract—Congestion-induced packet loss leads to throughput
degradation in wireless sensor networks and often requires
energetically expensive retransmissions. Though collisions can be
avoided (CSMA/CA), the required carrier-sensing also increases
the sensor node energy consumption. In this paper, an energy-
efficient routing protocol for a distributed monitoring application
is proposed. Although the development of the new protocol was
motivated by a specific use-case, it is applicable to all static-
topology wireless sensor networks where multiple sensor nodes
need to simultaneously distribute information to all other nodes
in the network. First, we model the globally known network
topology as two directed graphs representing reachability and
interference. Based on this model, we define an integer linear
program to find a collision-free communication schedule with the
minimum number of transmissions and receptions required for
distributing the data (multi-commodity information flooding). As
these ILPs are hard to solve for larger networks, we also propose
a heuristic for scheduling. Compared to other advanced flooding
protocols, the proposed schedule can reduce wireless activity by
up to 90 %, with the heuristic solver achieving a solution quality
just 4 % worse than the optimal ILP solution.

I. INTRODUCTION

Routing protocols have a significant impact on distributed
applications relying on multi-hop wireless communication. The
number of nodes involved to deliver an information (a data
item) from a source to a sink determines the networks overall
energy consumption as well as the data throughput. Often,
shortest routes can not be easily discovered, or are undesirable
(e.g., when balancing communication load equally over all
network nodes or to provide robust communication over redun-
dant paths). In general, application-tailored routing protocols
can exploit special characteristics to improve throughput and
energy consumption.

We propose a routing protocol optimized for a distributed
Structural Health Monitoring (SHM) application. In this appli-
cation, modal parameters of large civil infrastructures such as
bridges or buildings are periodically estimated from acquired
vibration measurements. Serious damage of the structures is
reflected by significant changes of the observed model param-
eters, and can thus be detected or even localized automatically.
The modal parameters are extracted from acceleration signals
captured by the sensor nodes distributed all over the structure.
To dispense with energetically expensive actuators, output-
only SHM applications rely on natural excitation such as wind
or traffic. This requires the use of special algorithms such
as Random Decrement Technique (RDT) [1] to recover the

necessary structural information from the noisy sensor data
measured at the randomly excited structure. In RDT, a small
number of nodes is selected as so called reference nodes. Each
time the sensor signal of a reference node over- or undershoots
a predefined threshold, a trigger information describing the
time and location of the trigger event has to be forwarded to
all other nodes in the network. These trigger events are used
to cancel the random parts of the measurements by averaging
across multiple nodes, thus leaving only structural information
in the captured signals [2].

From the perspective of the routing protocol, this applica-
tion has some specific characteristics worth exploiting. First,
there is a fixed (and small) number s P N of information
sources (the reference nodes), with all nodes acting as infor-
mation sinks. Thus, an s-to-all flooding protocol is required.
Second, time and location of trigger information generation is
strongly correlated. If the structure is sufficiently excited to
cause a trigger event at a certain reference node, it is quite
likely that other nearby reference nodes will also generate
trigger events, and that even more trigger events will be gener-
ated shortly afterwards. Third, the sensor nodes are attached to
the structure. Apart from node failures, the network topology
can thus be assumed to be static. Furthermore, the trigger
information generated at the source nodes is quite small. Thus,
information on multiple triggers can be aggregated into a single
radio packet. And finally, the monitoring application relies on
a highly accurate time synchronization mechanism for correct
data gathering. This can be exploited by the routing algorithm
to optimize the scheduling of data reception and transmission.

The main contribution of this work is the description of an
ILP and a heuristic for scheduling receivers and transmitters in
a wireless sensor network, such that the overall radio energy
cost is minimized while simultaneously flooding information
from multiple source nodes throughout the network.

This paper is organized as follows. Section II provides an
overview over available routing protocols that may be used for
the described application. In Section III, a cost-function and
the boundary conditions defining the abstract routing problem
are declared to simplify the transfer of the proposed solutions
to similar problems. An optimal and a heuristic solution for
the specific routing problem are proposed afterwards. These
are compared to conventional routing protocols regarding the
defined cost function in Section IV. The discussion of possible
improvements in Section V concludes this work.
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II. RELATED WORK

Flooding information into a wireless network has been
widely adopted for general tasks such as time synchronization
[3]–[5] or route discovery [6]. However, the basic blind flood-
ing is quite inefficient especially in dense networks, as each
receiver rebroadcasts the message to be flooded [7]. Intense re-
search has been carried out to reduce the number of necessary
rebroadcasts. Prior work commonly utilizes the knowledge
about the nodes locations [8], [9] or their local neighborhood
[10]–[13] to select the forwarding nodes covering the most as-
yet uncovered network nodes. However, all of these flooding
protocols assume a 1-to-all data propagation. Unfortunately,
unlike real water waves, multiple data waves originating from
different source nodes interfere with each other due to channel
congestion and signal interferences such as the hidden terminal
problem [14].

Furthermore, the information from multiple sources should
be aggregated as soon as possible to avoid repeated data
transfers between the same nodes. Many data aggregation and
clustering protocols have been reported [15]. By selecting
specific nodes as cluster-heads, data is collected locally before
it is forwarded to a single sink node. The basic idea of
clustering is picked up in the design of the greedy heuristic in
Section III-C.

Using Integer Linear Programs to solve scheduling prob-
lems is a widely adopted approach. In the context of wire-
less sensor networks, ILPs were used for frequency channel
assignment [16], task scheduling [17], and routing [18]. The
later one is closely related to this work as it generates the ILP
formulation based on a directed graph representing the network
topology. The ILP solution proposed in [18] describes a multi-
cycle schedule for transmissions and receptions with a minimal
amount of overall required energy. However, the schedule is
used to transport information from multiple source nodes just
to a single sink, it does not perform flooding. Furthermore,
it does not provide information aggregation and does not
distinguish between transmission and interference ranges of
the radio transceivers. All of these aspects are considered in
our approach, and will be discussed in the following section.

III. PROPOSED ROUTING ALGORITHM

As detailed in Section I, a small number of source nodes is
assumed to generate information that has to be distributed to
all other nodes in the network. Furthermore, the source nodes
will generate new information approximately at the same time
as the sensed information is physically correlated. The main
goal of the proposed routing scheme is to simultaneously flood
the information from all source nodes throughout the network
with as little overall radio activity as possible.

As the network topology is assumed to be static and the
nodes are time-synchronized to each other, we propose to
calculate a schedule that selects appropriate nodes as trans-
mitters and receivers in subsequent time slots (cycles). This
static schedule must be known by all nodes and is executed
periodically, i.e. the source nodes buffer collected information
until the restart of the schedule. The main advantage of this
scheme is twofold. First, all nodes not scheduled for reception
in a certain cycle can keep their radios turned off as they
do not have to listen for potential incoming data. Second,

the global topology knowledge can be used to deliberately
aggregate information from different source nodes.

Due to the correlation of the sensor nodes, at each restart of
the schedule it is most likely that either all source nodes have
buffered some information, or that no source node has buffered
any information. In the first case, the schedule can be executed
as intended. In the second case, the source nodes actually
scheduled for transmission will not start sending, which must
be recognized at the receivers scheduled for listening by a
short timeout. These receivers, in turn, cancel their scheduled
forwarding transmission, thus propagating the transmission
cancellation until the end of the schedule. The energy overhead
for an unused schedule is thus restricted to a small number
of clear channel assessments at the scheduled receivers. The
same mechanism of transmission cancellation must be applied
if only a subset of source nodes provides new information at
the start of a new schedule. In this case, the resulting flooding
routes may not be optimal for the specific subset of source
nodes. However, the probability of those cases is small and
will not significantly impact the overall energy efficiency.

The reminder of this section focuses on calculating an
optimal schedule for a given network topology.

A. Network model and cost function

We define an application independent network model M
as

M “ pN,NS , EI , EC , hq (1)
N Ď N (2)
NS Ď N (3)
EI Ď N2 (4)
EC Ă EI (5)
h : N2 Ñ N. (6)

This model combines two directed graphs MI “ pN,EIq and
MC “ pN,ECq with a common set of network nodes N .
MC represents the networks single-hop connectivity, i.e., node
b P N may receive information directly from node a P N iff
pa, bq P EC . MI represents the interference relationship within
the wireless network, i.e., the transmission of node a prevents
the successful reception of any other information at node b iff
pa, bq P EI .1 MC is thus a subgraph of MI . The information-
generating source nodes are denoted as NS . The function h
determines the minimum number of hops between two nodes.
These hop counts h are pre-computed by the all-pairs-shortest-
path algorithm [19].

The network model M can be generated from the known
locations and the transmission and reception characteristics of
all network nodes, shown in Section IV. A more accurate
model accounting for obstacles can be obtained from well
known online topology discovery algorithms (e.g. recursive
neighborhood exchange [20]), executed once after network
deployment. However, detailed topology detection is outside
the scope of this paper and we assume M to be known and
static.

1For clarity, we will use a for nodes acting as transmitters, b for nodes
acting as receivers, and v for arbitrary network nodes.



Based upon the network model, we define

S : N ˆ NÑ tRX, TX, IDLEu (7)
I : N ˆ NÑ 2NS (8)

a schedule S assigning a radio transceiver status Spv, tq to
each network node v P N in every scheduling cycle t P N.
The information assignment function Ipv, tq denotes the subset
of source nodes that have already forwarded their information
to node v before cycle t such that the information is known to
v in cycle t. Initially, only the source nodes know about their
information:

Ipv, 0q “

"

tvu, if v P NS

H, otherwise
(9)

The information is then propagated within each cycle t from
any node a scheduled for transmission to any node b within
the transmission range of a if b is scheduled for reception and
not disturbed by another transmitter c:

Ipb, t` 1q “ Ipb, tq
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Ipa, tq, if pa, bq P EC ^

Spa, tq “ TX ^

Spb, tq “ RX ^

@pc, bq P EIztpa, bqu :

Spc, tq ‰ TX

H, otherwise

(10)

The length LpSq of a schedule S is the minimum number
of cycles required to flood all source node information to all
nodes in the network:

LpSq “ min
tPN

@v P N : Ipv, tq “ NS (11)

As we try to minimize the networks overall energy consump-
tion CpSq for a schedule S, we define the sum of scheduled
receptions and transmissions (more precisely, the number of
time intervals with enabled transmitters or receivers) as the
primary optimization goal:

CpSq “

LpSq´1
ÿ

t“0

|tv P N : Spv, tq ‰ IDLEu| (12)

Radio transceivers draw about the same power when receiving
and transmitting data. Thus, receiving and transmitting the
same amount of data consumes about the same amount of en-
ergy. The cost function therefore does not distinguish between
transmission and reception costs. However, weighting factors
could be easily integrated as needed.

For two schedules of equal cost, the shorter schedule yields
smaller latency and increased data throughput. Therefore, the
schedule length is the secondary optimization goal. Definition
1 summarizes the optimization problem to be solved in Section
III-B and III-C.
Definition 1 (Optimal Flooding Schedule)

For any network modelM find a schedule S of finite length,
such that

CpSq ă CpŜq _
´

CpSq “ CpŜq ^ LpSq ď LpŜq
¯

(13)

for any valid schedule Ŝ.

B. Integer Linear Program for Optimal Scheduling

Finding an optimal solution for the problem stated in
Definition 1 requires solving multiple set-cover problems, e.g.
finding the smallest number of forwarding nodes to cover
the remaining, not yet reached nodes. The optimal scheduling
problem is thus NP-complete. To find an optimal solution for
non-trivial network sizes in a reasonable time, parallelizable
branch-and-bound algorithms have to be utilized. We therefore
translate the network model (Equation 1) and the information
propagation rules (Equations 9 to 12) into an Integer Linear
Program (ILP). A commercial ILP-solver is then utilized to
compute the optimal schedule (see Section IV).

The ILP-solver determines integer values for a set of
variables. The solution space is restricted by a set of con-
straints, which are relations between linear combinations of
the variables and constant values. Within this solution space,
a single objective is minimized. This objective is also a linear
combination of the variables.

When working with binary variables, basic operations like
disjunctions and conjunctions have to be replaced by the
following constraints:

y “
n
ł

i“1

xi ô y ě x1 ^ . . .^ y ě xn ^ y ď
n
ÿ

i“1

xi (14)

y “
n
ľ

i“1

xi ô y ě
n
ÿ

i“1

xi ´ pn´ 1q ^ n · y ď
n
ÿ

i“1

xi (15)

To formulate the ILP for the optimal scheduling, the following
binary variables are used:

αa,t ô Spa, tq “ TX (16)
βb,t ô Spb, tq “ RX (17)
γt ô Dv P N : Spv, tq ‰ IDLE (18)

δs,v,t ô s P Ipv, tq (19)
εs,a,b,t ô δs,a,t ^ αa,t ^ βb,t (20)

To define the necessary constraints for each schedule cycle t,
an upper bound Lmax for the length of the resulting schedule
is required. This upper bound can be derived from the network
model, as a naive sequential blind flooding of all information
would not require more then |N | · |NS | cycles. Alternatively,
the outcome of the heuristic scheduling in Section III-C can
be used to define tighter bounds for the schedule length. This
is important, as the ILP formulation requires a total number
of Lmax · p2|N | ` 1` |NS |p|N | ` |EC |qq variables.

Let T “ t0, . . . , Lmax´1u be the set of potential schedule
cycles. The objective to be minimized is described as

Minimize Lmax ·
ÿ

tPT

ÿ

vPN

pαv,t ` βv,tq `
ÿ

tPT

γt (21)

to satisfy Equation 13. The right sum calculates the number
of actually required cycles LpSq. The complete distribution of
information tested in Equation 11 is ensured by constraints
(Equation 27). The left sum calculates CpSq according to
Equation 12. It is weighted by Lmax to make CpSq the primary
objective.



The following constraints are required to distinguish be-
tween active and idle cycles:

@t P T, v P N : γt ě αv,t (22)
@t P T, v P N : γt ě βv,t (23)

@t P T : γt ď
ÿ

vPN

pαv,t ` βv,tq (24)

@t ą 0 : γt ď γt´1 (25)

According to Equation 14, γt “
Ž

vPN αv,t _ βv,t is realized
by Equations 22 to 24. Thus, a cycle is active, iff any node is
scheduled for transmission or reception in this cycle. Equation
25 moves all idle cycles to the end of T .

The following constraints ensure correct information prop-
agation:

@s P NS , t P T : δs,v,t “ 1 (26)
@s P NS , v P Nztsu : δs,v,Lmax´1 “ 1 (27)
@s P NS , v P Nztsu, t ă hps, vq : δs,v,t “ 0 (28)
@s P NS , b P Nztsu, t ě hps, bq, pa, bq P EC :

εs,a,b,t´1 ě δs,a,t´1 ` αa,t´1 ` βb,t´1 ´ 2 (29)
3 · εs,a,b,t´1 ď δa,s,t´1 ` αa,t´1 ` βb,t´1 (30)
δs,b,t ě εs,a,b,t´1 (31)

@s P NS , b P Nztsu, t ě hps, bq :

δs,b,t ě δs,b,t´1 (32)

δs,b,t ď δs,b,t´1 `
ÿ

pa,bqPEC

εs,a,b,t´1 (33)

All source nodes know about their own information at any
time (Equation 26). In the last cycle, all nodes must know
about all information (Equation 27). The information s can
not reach node v before cycle hps, vq (Equation 28). According
to Equation 15, the Equations 29 and 30 realize εs,a,b,t´1 “

δs,a,t´1 ^ αa,t´1 ^ βb,t´1. Therefore, an information s is
transmitted from node a to node b iff a knows about s and
is scheduled for transmission and b is scheduled for reception
(Equation 20). According to Equation 14, the Equations 31 to
33 realize δs,b,t “ δs,b,t´1 _

Ž

pa,bqPEC
εs,a,b,t´1. Thus, node

b knows about information s in cycle t iff it knew about s in
cycle t ´ 1, or received the information from any node a in
cycle t´ 1.

Finally, the following constraints prevent interference and
invalid transceiver usage:

@t P T, v P N : αv,t ` βv,t ď 1 (34)

@t P T, b P N : |N | ·βb,t `
ÿ

pa,bqPEI

αa,t ď |N | ` 1 (35)

Equation 34 ensures that no node is scheduled for transmission
and reception in the same cycle. Due to Equation 35, a receiver
b must not hear signals from multiple transmitters. If b is not
scheduled for reception, Equation 35 does not constrain the
solution space as the number of potential transmitters can not
be larger than |N | ´ 1.

After passing the Equations 21 to 35 to the ILP solver,
the resulting schedule can be constructed from the α and β
variables.

Figure 1 provides a small example network. For Lmax “

4, the generated ILP formulation comprises 68 variables and

0 12source node source node

interference

α0,0 α1,1 α2,2

β2,0 β2,1 β0,2, β1,2
γ0 γ1 γ2
δ0,0,0 δ0,0,1, δ0,2,1 δ0,0,2, δ0,2,2 δ0,0,3, δ0,2,3, δ0,1,3
δ1,1,0 δ1,1,1 δ1,1,2, δ1,2,2 δ1,1,3, δ1,2,3, δ1,0,3
ε0,0,2,0 ε1,1,2,1 ε0,2,1,2, ε1,2,0,2

Fig. 1. Example network with NS “ t0, 1u, N “ NS Y t2u, EC “

tp0, 2q, p2, 0q, p1, 2q, p2, 1qu, EI “ ECYtp0, 1q, p1, 0qu and its ILP solution
(variables set to 1)

141 constraints. In the ILP solution, 29 variables are set to 1
representing an optimal schedule (0 Ñ 2; 1 Ñ 2; 2 Ñ 0, 1).

C. Heuristic Scheduling

As discussed in Section III-B, finding an optimal schedule
is NP-complete and the ILP-solvers will thus not be able to find
solutions for larger networks in an acceptable time. To this end,
we propose an heuristic algorithm to find good (see Section
IV for an evaluation), but not necessarily optimal solutions for
larger networks.

The main idea of Algorithm 1 is to select the set of
transmitting nodes in each scheduling cycle that transfers the
maximum amount of new information to their neighboring
nodes. If called with an enabled collect flag, the algorithm tries
to aggregate the information of all source nodes at a central
collector node vcollect before flooding the whole network. Not
all network topologies benefit from this aggregation. Thus the
algorithm should be run twice (with and without the collect
flag) to obtain best results.

In lines 1 to 4, the cycle counter t, the schedule S and the
information assignment I are initialized. In lines 6 to 9, the
central node vcollect for the optional collect mode is selected as
the node with minimal distance to all source nodes and max-
imum number of reachable neighbors. Each execution of the
while-loop in line 11 generates another schedule cycle, until
all information is distributed to all nodes. In line 12, a list T of
potential transmitting nodes is selected. To keep the subsequent
search-space as small as possible, T is restricted to those nodes
carrying the most information (line 14). Due to possible mutual
interferences, it is not always the best solution to activate all
selected transmitters in the same cycle. Therefore, the subset
P of T actually maximizing a performance metric wmax is
searched by the loop in line 16. The performance metric varies
depending on operating mode (collect true or false), and over
the course of the search (see below).

In lines 18 to 23, a list of edges E from the transmitters
P to appropriate receivers is determined. A node b is an
appropriate receiver if it is not included in the transmitters list
(line 18), if it is influenced by exactly one transmitter a P P
(line 20) and if it can actually receive additional information
from a (lines 21, 22).



Input: Graph model M “ pN,NS , EI , EC , hq
Input: collect flag
Output: Schedule S

1 t – 0;
2 Spv, tq – IDLE @v P N ;
3 Ipv, tq – H @v P N ;
4 Ips, tq – tsu @s P NS ;

5 if collect then
6 d – minvPN

ř

sPNS
hps, vq;

7 D – tv P N :
ř

sPNS
hps, vq “ du;

8 d – maxaPD |tpa, bq P ECu|;
9 vcollect – a P D : |tpa, bq P ECu| “ d;

10 end
11 while Dv P N : Ipv, tq ‰ NS do
12 T – tv P N : Dpa, bq P EC : Ipa, tq Ę Ipb, tqu;
13 d – maxvPT |Ipv, tq|;
14 T – tv P T : |Ipv, tq| “ du;
15 wmax – ´8;
16 foreach P P 2T do
17 E – H;
18 foreach b P NzP do
19 D – ta P P : pa, bq P EIu;
20 if |D| ‰ 1 then next;
21 if pa, bq R EC then next;
22 if Ipa, tq Ď Ipb, tq then next;
23 E – E YM ;
24 end
25 if collect ^ Ipvcollect, tq ‰ NS then
26 w – 0;
27 foreach s P NS do
28 D – tv P N : s P Ipv, tqu Y
29 tb P N : Dpa, bq P E : s P Ipa, tqu;
30 w – w ´minvPD hpv, vcollectq;
31 end
32 else
33 w –

ř

pa,bqPE |Ipa, tqzIpb, tq|;
34 end
35 if w ą wmax then
36 wmax – w;
37 Emax – E;
38 end
39 end
40 Ipv, t` 1q – Ipv, tq @v P N ;
41 foreach pa, bq P Emax do
42 Spa, tq – TX;
43 Spb, tq – RX;
44 Ipb, t` 1q – Ipb, tq Y Ipa, tq;
45 end
46 t – t` 1;
47 Spv, tq – IDLE @v P N ;
48 end
49 postProcessing(M,S, I);

Algorithm 1: Heuristic scheduling for flooding

In non-greedy mode (or in greedy mode, but with all
information already aggregated at the collector node vcollect),
the algorithm aims to maximize the overall appearance of
new (previously unknown) information at receiver nodes. This
computation is performed in line 33 for the currently examined
subset P . In greedy mode, the heuristic initially drives all

information towards the collector node. Thus, until all informa-
tion has arrived there (Ipvcollect, tq ‰ NS), the current subset
P is rated with regard to the minimal hop distance of each
information s to the collector node vcollect, summed in the
loop at line 27 across all s. Once all information has arrived
at vcollect (Ipvcollect, tq “ NS), the quality metric falls back to
aiming for maximum information distribution.

The best-so-far solution is maintained in wmax and Emax

(line 35). It is that solution that will be used to schedule
the nodes in the current cycle and expand the information
assignment for the next cycle (lines 40 to 47).

The resulting schedule is further optimized in a post-
processing step (line 49) by eliminating redundant data trans-
fers. A data transfer from node a to node b in cycle t is redun-
dant, if it is dominated by a later data transfer from node c to
node b in cycle k ą t, i.e. ∆I – Ipb, t` 1qzIpb, tq Ď Ipc, kq
and b is not scheduled for transmission between cycles t and
k. In this case, Spb, tq is set to IDLE and Ipb, iq is reduced
by ∆I for t ă i ď k. Afterwards, the transmission Spa, tq
may have become superfluous if b (now set to IDLE) was its
only receiver in cycle t. Then, Spa, tq is set to IDLE. This
may result in a completely idle schedule cycle t, which has to
be removed. Furthermore, removing a transmission for node a
may make another reception of a redundant. Thus, these steps
are performed repeatedly until no more redundant transfers can
be found.

IV. EVALUATION

The difficulty to find an optimal schedule heavily depends
on the network topology. In sparse networks, the number of
possible information routes to choose from is smaller than
in dense networks. However, in totally connected graphs the
optimal solution is straightforward. To evaluate the proposed
scheduling algorithms on a large number of topologies, we rely
on random test-case generation. For each test-case, a number
of |N | nodes is randomly placed in a two dimensional plane
of a certain size l2 by assigning x, y : N ÞÑ r0, ls. Without
loss of generality, the first |NS | nodes are selected as the
source nodes. Two thresholds dC , dI P R are used to derive
the network-topology from the euclidean distance between two
nodes pa, bq P N2:

dpa, bq “
a

pxpaq ´ xpbqq2 ` pypaq ´ ypbqq2 (36)
pa, bq P EC ô dpa, bq ď dC (37)
pa, bq P EI ô dpa, bq ď dI (38)

The inference and connectivity thresholds are derived from the
2-ray-ground radio propagation model [21]:

PRX
PTX

“
GTXGRX

L

h2TXh
2
RX

dpTX, RXq4
(39)

where PTX is the transmitted signal power, PRX is the received
signal power, dpTX, RXq is the distance between sender and
receiver, hTX and hRX are the vertical height of the transmitter
and receiver antennas over ground. The system loss factor L
and the antenna gains GTX, GRX are usually disregarded.

As a practical example, the TI CC2530 radio system-on-
chip [22] actually used in our SHM sensor node [2] provides a
maximum PTX of 4.5 dBm (2.82 mW) and may successfully



receive ´82 dBm (6.31 pW) signals while being subject to an-
other ´85 dBm (3.16 pW) noise signal (co-channel rejection).
With an assumed antenna height of 0.24 m, the connectivity
and interference ranges are calculated as

dC “ 0.24 m · 4

b

2.82 mW
6.31 pW “ 35 m (40)

dI “ 0.24 m · 4

b

2.82 mW
3.16 pW “ 41 m (41)

With these fixed settings, the density of the network topology
can be adjusted by the number of network nodes and the size
l2 of the deployment area.

To evaluate the efficiency of the proposed optimal and
heuristic scheduling algorithm, the resulting cost for various
network configurations is compared against traditional and ad-
vanced flooding algorithms. These reference implementations
share some common characteristics. In each cycle, a set of
potential forwarding nodes F Ď N is selected by a protocol
specific mechanism (see below). Out of these, a subset T Ď F
is selected by CSMA/CA and a hidden terminal detection, i.e.
Ea, â P T : pa, âq P EI _pDb P N : pa, bq P EC ^pâ, bq P EIq.
All non-transmitting nodes in the interference range of any
transmitter are counted as receivers R “ b P NzT : Da P T :
pa, bq P EIu. All other nodes will turn off their radio after clear
channel assessment and thus do not consume a considerable
amount of energy when compared to actually receiving data.

The main difference between the various reference imple-
mentations is the selection of the potential forwarding nodes
F . In blind flooding, all nodes that have received, but not
yet forwarded an information are included in F . This does not
require any knowledge about the network topology. In contrast,
the self-pruning (sp) [11], dominant-pruning (dp) [11], partial
dominant-pruning (pdp) [12], total dominant-pruning (tdp) [12]
and the history-based 2-hop dominant-pruning (h2dp) [13] try
to reduce F based on knowledge about the one- or two-hop
neighborhood of each node. Please refer to the original work
for further details.

For this evaluation, CPLEX 12.5.1 is used as ILP solver
running up to 8 threads. The ILP formulation is passed to
CPLEX in the LP file format. The solver is supplied with
an upper bound for the objective function derived from a
preceding run of the scheduling heuristic. All computations
are executed on a compute server equipped with 128 GB RAM
and 32 AMD Opteron 6134 CPUs running at 2.3 GHz.

For networks of |N | “ 20 nodes, 10 network configura-
tions are considered by varying the number of source nodes
NS P t1, . . . , 5u and the size of the deployment area l2 P
t100ˆ 100 m2, 150ˆ 150 m2u. For each configuration, 50
networks are generated at random (within the given bounds).
For each network, the various algorithms (flooding, pruning,
heuristic and ILP) are applied to generate a schedule. To
simplify comparison, the schedule costs (Equation 12) of the
enhanced algorithms are normalized to the outcome of the
naive blind flooding. The resulting relative costs are averaged
over the 50 random test-cases per network configuration.

Figure 2 shows the results for the larger deployment area.
For a single source node, the pruning algorithms reduce the
communication costs by up to 35 % compared to the blind
flooding baseline costs. These pruning algorithms assume a
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Fig. 2. Averaged scheduling costs relative to blind flooding for 20 nodes in
an 150ˆ 150 m2 deployment area

certain preferred direction of information expanding from a
single source throughout the network. With a growing number
of source nodes (as required for SHM), this assumption is no
longer valid, resulting in the degraded improvement of less
than 30 % cost reduction for five source nodes. In contrast,
the heuristic and the ILP scheduler are designed to manage
multiple source nodes interfering with each other. Thus, their
performance advantage over blind flooding increases with the
number of source nodes up to 83 % for five source nodes.

Similar observations can be made in Figure 3. Here,
the smaller deployment area results in denser networks. The
number of redundant transmissions and receptions performed
in blind flooding thus increases and the relative cost of all
other algorithms decreases. Furthermore, the knowledge of the
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Fig. 3. Averaged scheduling costs relative to blind flooding for 20 nodes in
an 100ˆ 100 m2 deployment area
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pruning algorithms about the two-hop neighborhood becomes
more valuable as it covers a larger part of the network. The
pruning algorithms achieve up to 55 % cost reduction for a
single source node while the heuristic and optimal schedules
achieve up to 90 % cost reduction for five source nodes.

Figure 4 details the heuristic schedule costs normalized
to the optimal schedule costs (the number of transmis-
sions/receptions). For networks with up to three source nodes,
the average heuristic results are less than 1 % worse than the
optimal results. Furthermore, the heuristic found an optimal
solution in at least 60 % of the generated test cases with less
than four source nodes. With an increasing number of source
nodes, the gap between heuristic and ILP becomes larger,
but does not exceed 4 % on average for five source nodes.
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Fig. 5. Averaged runtime of heuristic relative to runtime of ILP-solver (both
executed on the same compute server)
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Fig. 6. Averaged schedule length relative to blind flooding for 20 nodes in
an 150ˆ 150 m2 deployment area

This slight quality loss is the price for the highly accelerated
computation, detailed in Figure 5. E.g., it can be seen that
for four sources in the smaller area, the heuristic (run in two
passes with collect both enabled and disabled) executes in just
0.1 % of the time of the optimal ILP solution. A speedup of
more than 1000x can be observed for networks with five source
nodes. Note that all execution times are measured as pure wall-
clock time, not counting the eight-core processing of the ILP
solver as separate execution times.

The length of a schedule is the secondary optimization
target defined by Equation 13. Figures 6 and 7 detail the
average length of the schedules determined by the considered
flooding schemes. As for the transceiver activity, the proposed
ILP and heurisitcs clearly outperform the conventional pruning
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Fig. 7. Averaged schedule length relative to blind flooding for 20 nodes in
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algorithms especially for an increasing number of source nodes
and denser networks.

V. CONCLUSION AND FUTURE WORK

In this work, the specific characteristics of a wirelessly
distributed structural health monitoring application were ana-
lyzed to derive an energy-efficient routing strategy for infor-
mation exchange between the sensor nodes. To support the
simultaneous flooding of data generated at multiple source
nodes, a scheduling problem was defined whose solution
assigns a minimum amount of radio activity to each sensor
node for consecutive transmission cycles. An integer linear
program and a heuristic algorithm were proposed to solve
the scheduling problem. Compared to conventional flooding
protocols, the amount of required radio activity can be reduced
by up to 90 %. For the network configurations considered, the
approximation error of the heuristic is restricted to just 4 %
over the optimal solution, while providing a speedup of more
than 1000x over the ILP solver.

Future improvements of the scheduling algorithm should
utilize the transmission power regulation and multi-channel ca-
pabilities of modern radio transceivers to mitigate interference-
related limitations in dense networks. Furthermore, instead of
just reducing the overall network activity, the transmission load
should be equally distributed to avoid early failure of heavily
loaded relay nodes.
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